Deconstructing Canada’s efforts to integrate artificial intelligence in medicine and medical education
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ABSTRACT

Artificial intelligence (AI) has gained momentum in the last decade in various professional domains, but its usage remains scarce in the field of medicine. Available AI-enhanced devices are not integrated in a consistent fashion throughout Canadian health facilities, and current medical practitioners and students are not well prepared for AI’s impact on their careers. Undergraduate medical students lack fundamental knowledge of AI in medicine, from its impact on patient care and its potential as an adjunct decision-making tool, to the general fundamentals of how AI-enhanced devices work. Currently, postgraduates don’t have access to AI-enhanced devices; this could potentially limit their understanding of how these devices might affect their future clinical practice. Canadian medical universities can play a critical role in familiarizing students with these new devices. Incorporating new topics into the already heavily charged medical curricula may be challenging, but students could make use of extracurricular activities to learn the concept of AI and strengthen interdisciplinary collaboration. Educational institutions would also need to propose policies for the safe and ethical use of devices in classrooms or internships. However, they might require guidance to draft new policies targeting AI in medical education. Canadian medical associations could take the lead to draft AI policies in healthcare to guide the equal and safe implementation of AI-enhanced devices across the Canadian medical community. Our paper will explore the work that has been done related to AI-specific policies in healthcare, focusing on Canada, and provide key points that could be used to organize future policies.
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Artificial intelligence (AI) in healthcare refers to a spectrum of technologies that consist of an algorithm receiving data as input, processing it, and giving an output to assist in diagnosis, treatment, patient monitoring, and trainee education. Although AI is gaining popularity across diverse fields such as finance and aviation, it has not yet been widely adopted within healthcare systems internationally. Currently, the most popular implemented role AI holds in medicine is providing evidence-based personalized treatment regimens for patients by processing local and widely available data libraries (e.g., Gemini by GNS Healthcare, or DynaMed-Micromedex by IBM). The impact of fully integrating AI-enhanced devices into clinical routine, from triage and early diagnosis to comparative drug effectiveness and office operations, is hence unknown. AI-related discoveries are mostly kept within the research and development community, leaving healthcare professionals inadequately informed about new AI developments. (1) This could impede medical professionals from using AI with ease as increasingly more complex tools are introduced to the market. Thus, there is a rising need to educate healthcare professionals about these devices. Currently, undergraduate and postgraduate medical education do not provide students with the foundations to comprehend the challenges of emerging AI technologies. Therefore, it is important to incorporate AI-related courses in medical education.

In order to properly integrate AI-enhanced devices into the healthcare system and educational institutions, medical associations and universities need to devise AI-specific policies. Policies would help introduce the devices to a greater audience of trainees and achieve equity in their access and safe use (e.g., protecting patient data) in medical practice and in educational settings. In Canada, legislation to adopt AI into the healthcare system does not currently exist. However, in recent years, there has been an initial governmental collaborative effort to develop new policies on AI in medicine and medical education. Whether there has been significant progress on their redaction has yet to be documented. In what follows, we discuss the position of the Canadian government and medical associations on the topic of AI in medicine, medical schools’ efforts to integrate AI in coursework and medical research labs, AI policies related to medical education internationally, and finally, suggestions for Canadian policymakers. If there is sufficient guidance from Canadian medical associations, universities could build on it to put forward their own norms on implementing AI in medical education and healthcare facilities.
2013, the Canada Health Infoway wrote a summary on the high volume of available unstructured health data and stated that health ministries should address data policies on privacy, security, intellectual property, and liability. (6) AI-enhanced devices use algorithms trained using these types of datasets that should be prepared such that the data does not permit patient identification, but contains enough information to improve the algorithm's results. Since health data is part of the development process of AI-enhanced devices, these issues require their own sets of policies. Additionally, in 2014, the Canadian Medical Protective Association followed with a call for physicians to become familiar with the concept and utility of "big data". (7) AI is one of the analytical devices that can process, contextualize, and visualize big data to recognize patterns. Therefore, it would be critical to write policies on collecting high quality data in a standardized way, while being aware of patient privacy concerns.

The Canadian Medical Association (CMA), especially during the COVID-19 pandemic, has been concentrating its efforts on virtual care and electronic medical records, since 63% of Canadians stated that they would like to be able to virtually access their family doctor according to a February 2020 task force report. (8) The report did not mention the relevance of AI within the telemedicine sphere. The last time the CMA acknowledged AI directly was during their 2018 Health Summit. (9) However, they reiterated in the 2020 report the potential of big health data in precision medicine, and that AI will improve diagnostic accuracy when using a high volume of datasets. Likewise, the Royal College of Physicians and Surgeons of Canada’s (RCPSC) AI task force published a report in February 2020, in which they defined the place AI holds in medicine and gauged the impact it will have on healthcare and affected staff. (1) The report complemented the summit primer the CMA used to explore the potential of virtual care, big health data, and technological developments. (10) The RCPSC acknowledged that current health professionals are overlooking AI development due to the lack of AI-related content in the medical curriculum. The report found that about half of the surveyed fellows answered that they had limited familiarity with AI. Only 3.9% of the surveyed fellows rated themselves as experts in the field. Additionally, the Canadian Association of Radiologists released a white paper on their stance on AI in 2018, which listed recommendations for preparing radiologists for the impact of AI regarding its implementation, governance, clinical implication, and education. (11) Overall, the governing bodies of the medical community (CMA and RCPSC) have engaged with the topic of AI in medicine. Therefore, they are well placed to initiate a collaboration among themselves to combine their respective insights and suggest future directions for AI in medical education to prepare current and future physicians.

3 | THE PRESENT STATE OF AI IN MEDICAL SCHOOLS AND UNIVERSITIES

3.1 | What are the actions set in motion by Canadian universities to prepare medical professionals for the impact of AI in healthcare?

Based on the Canadian Association of Radiologists report, there is a need to offer an unbiased AI education to current and future physicians. The RCPSC report confirms this need, as 85% of surveyed residents affirmed not receiving adequate knowledge regarding the future usage of AI in their practice. Students from University of Toronto’s medical school have taken the initiative to focus on this gap as part of the Ontario Medical Students Association (OMSA). In 2019, the OMSA drafted a position paper with recommendations to prepare students for the impact of AI. (12) It sums up learning objectives to gain AI competencies, comprehend the ethical implications and bias of algorithms, and expand interprofessional collaborations with other fields (e.g., computer science). The revised version of the paper has been included as one of the resolutions adopted at the 2020 Annual Grand Meeting of the Canadian Federation of Medical Students. (13) From their appendix table, only the faculties of medicine from the University of Toronto and
the University of British Columbia have lectures dedicated to AI, with the latter mentioning it in a few radiology lectures. Other curricular offerings include AI in health research groups or education centres, which are available at Dalhousie University, McGill University, Western University, the University of Saskatchewan, and the University of Alberta. Medical school programs could also use existing courses on AI in medicine as templates to build their own courses. There could be difficulty in modifying the already established core curricula, so the course could be offered as an elective. For example, the course on AI in Medicine offered by the McGill University Faculty of Medicine and Health Sciences Department of Experimental Surgery could serve as a course template for other programs and universities.

(14) There is an urgency to integrate AI into medical education to help future professionals gain familiarity with AI and its potential applications in the healthcare system. The OMSA’s paper has shown that 50% of the 14 interviewed medical schools had no extra-curricular interest groups dedicated to AI. (13) Therefore, having consistency in available workshops and seminars throughout all the Canadian medical schools would at least increase the awareness of AI among students, which could be a good starting point before more robust additions to the curricula.

Some Canadian universities’ stances on AI in healthcare can be inferred from their latest academic strategic plans. The University of Toronto, for example, has marked AI as one of its priorities in their “Groundbreaking Imagination” domain of focus. In 2020, they established a Centre for AI Research and Education in Medicine as a common hub for multidisciplinary collaborations. (15) The University of Alberta, through their Precision Health Initiative, has made recommendations for AI seminars, capstone projects, and training opportunities in the Faculty of Medicine and Dentistry. They have also established an Education and Engagement Task Force to develop educational strategies to involve their trainees. (16) Such efforts could provide students with the necessary conceptual knowledge to understand the place AI can hold in various medical subspecialties. This includes a brief history on AI, the research and development progress of AI in different cases, the ethical issues behind optimizing AI, the need for improvement, and how the accuracy of such devices can affect clinical outcomes. After the initial undergraduate education, residents could have the chance to familiarize themselves with using AI-enhanced devices as a part of their decision-making process, through both simulated practical scenarios and during their clinical rotations. In the near future, several Canadian medical universities could be using AI in their simulation centers, although currently, it is only found among their research and development groups. For example, although still in the research phase, a project in the University of Alberta’s Surgical Simulation Research Lab demonstrates the feasibility of obtaining data from residents during an augmented reality surgical procedure to feed into a learning algorithm to detect the moment of performance difficulty. (17)

These two instances – the implementation of AI conceptual knowledge and literacy in undergraduate medical education and the use of AI-enhanced devices in postgraduate programs – illustrate the need to develop educational AI policies in faculties, simulation labs, and educational research centers. While universities might find it hard to truly gauge the effect of AI in medicine, they can always turn to existing research institutes for direction. The Vector Institute, the Montreal Institute for Learning Algorithms (MILA), and the Alberta Machine Intelligence Institute (Amii), to name a few, are AI hubs that could help institutions navigate the multiple facets of AI and act as a link to CIFAR, which has already begun a nationwide AI policy labs initiative. (18) By evaluating the full effect of AI in medicine, universities can create policies to incorporate relevant conceptual and practical AI knowledge into medical school and residency curricula, respectively, focusing on the safe and ethical use of AI-enhanced devices with the provided data.

3.2 How are AI policies in medical education integrated internationally?

The American Medical Association (AMA) has taken the
North American lead by passing its first AI policy in 2018 titled "Augmented Intelligence in Health Care". (19) It broadly sets the agenda, ensuring that AI initiatives be smoothly integrated and thoughtfully designed, minimizing disruption of patient-physician interaction. Additionally, in 2019, the AMA’s Council of Medical Education adopted 10 additional policies to ensure AI-specific advances were supported by medical education. (20) Their goal is to study the most effective ways to include AI in licensing standards, modify the curricula to include specialty-specific educational modules, ascertain the quality of AI instruction in medical education, and judge the disparities in institutional access to AI.

Internationally, there seems to be no other mention of adopting AI policies in medical education since curriculum modifications to align humans and machines in practice have only recently been sought in editorials and published reviews. (21–23) The Academy of Royal Medical Colleges in the United Kingdom acknowledges that clinicians’ education will require changes in order for them to be involved in the development of new technologies as the main users. (24) As the graduate medical curricula advocates for student-personalized education, AI could also provide custom training by evaluating previous training sessions. (25) However, such changes would require collaboration between medical schools and medical associations to ensure an appropriate reform to the curricula.

4 | HOW SHOULD CANADIAN STAKEHOLDERS MOVE FORWARD?

On the national, provincial, and local levels, every stakeholder will need to collaborate closely to ensure the follow-through of recommendations and adoption of broad AI in practice and educational policies. The AI4Health Task Force could act as the main body and serve as a connection in the network of research institutes and universities, relaying and summarizing the latest information on the development of AI and its availability throughout the provinces. They already have the AI Futures Policy Labs, which paves the way for discussion among policymakers from the public, private, academic, and not-for-profit sectors across Canada. (18) Medical associations could collect comments from clinicians who have had contact and experience with AI-enhanced devices. This feedback could be forwarded to medical schools, resulting in relevant learning objectives and assessments. This also includes potentially modifying the CanMEDS framework of the RCPSC to include AI competencies in defined roles, such as digital literacy for scholars or transparent implementation of technologies as a leader. (26) Canadian universities, using feedback and newly-acquired knowledge from university-associated research institutes, should review their curricula to encompass an overview of medical usage of AI, societal issues, clinical impact, and training with AI-enhanced simulation devices. The CMA and RCPSC could jointly draft tentative educational policies that universities could adapt to their needs. Based on the above-mentioned reports and the AMA's policies, the following key points could be used to organize future broad educational policies into different sections:

A policy to fill the knowledge gap. Current practitioners and trainees should receive training modules to complement their clinical practice. Care should be taken to ensure that the material presented in the workshops or modules covers the basics of AI algorithms, available accessible AI-enhanced devices, and the relevant usage instructions of each device.

A policy to practice data protection. Secure Canadian data banks should be created and have clear policies and procedures for collecting patients’ informed consent. Data privacy and confidentiality should be a top priority. A policy in this case would ensure that the right information is shared with health professionals, with additional details pertinent to subspecialties, such as radiology, pathology, and surgery. Such a policy would also digitally secure patients’ personal information.

A policy to guarantee the competence of medical students. Universities should offer extracurricular activities to promote collaboration between medical students, residents, healthcare providers, data scientists,
and engineers to develop new devices and gain new perspectives. Students in medicine do not have to learn the mathematical development behind an algorithm, but they should learn how to describe their users’ needs and the clinical applications of AI-enhanced devices developed by other researchers. Students should also learn about the relevance of AI and its evolution in each medical specialty. Additional courses, such as predictive imaging analysis for radiologists or robot-assisted surgery in surgical education, would also be advantageous for students, as would the use of simulation labs to carry out simulations and research involving AI. This policy would aim to provide undergraduate students with access to the conceptual knowledge of AI and interdisciplinary team collaborations, in addition to ensuring that postgraduate students have hands-on experience receiving input from AI-enhanced devices during their residency.

5 | CONCLUSION

Although AI policies are still in their infancy, there is a strong foundation for future iterations among the reports of the Canadian health task forces and medical associations. They provide a baseline of recommendations that could serve to develop further policies on data management, digital literacy, and ethical issues brought by AI in medicine. The next step would be to appoint policymakers from Canadian medical associations, specifically the CMA and RCPSC, to introduce a clear first set of policies on the integration of AI in the healthcare system, and subsequently broad ones for AI in medical education. Canadian universities can draw on frameworks and guidelines from medical associations to guide their own policies and curricula. While some universities might not yet have access to AI-enhanced devices, they could include a course to introduce key concepts to undergraduate medical students that could include common use cases and ethical issues of AI in medicine. Policies would ensure that knowledge on AI is being taught to students ahead of the era of AI in medicine. Such a course design was successfully piloted at the University of Toronto in 2018 and included in the core curriculum in the 2019-2020 and 2020-2021 school years. (27) Postgraduate medical education could then integrate clinical usage of AI with real-life examples, in collaboration with university research centers and AI institutes. Doing so would support medical students in building competency to effectively use AI in their daily practices as future physicians.
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